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Colorado waded into the deep end of AI regulation last year with the Colorado AI Act (Senate Bill 24-
205), a sweeping law designed to rein in the risks of artificial intelligence (AI) and automated decision 
systems (ADS). Billed as a safeguard against AI running amok in high-stakes decisions – hiring, 
lending, housing, and more – the law sets out to manage the risks of AI while keeping innovation alive.

However, as with any ambitious legislation, particularly in the technology space, the rollout has been 
anything but smooth. Industry groups worry the Act is too rigid and vague, while consumer advocates 
argue it doesn't go far enough. To sort it all out, Colorado's Governor launched the Colorado Artificial 
Intelligence Impact Task Force, a group of policymakers, industry insiders, and legal experts tasked 
with identifying where the law works, where it doesn't, and how to fix it.

After months of heated debates and deep dives into AI policy, the Task Force delivered its verdict in a 
February 2025 report. The findings? Some issues have clear solutions, others need more negotiation, 
and a few remain as controversial as a self-driving car without a steering wheel.

The Criticisms
The Colorado AI Act was hailed as groundbreaking, but not everyone was thrilled. Some of the biggest 
complaints regarding the first-of-its-kind legislation included:

 Too Broad, Too Vague – Key terms like "algorithmic discrimination" and "consequential decisions" 
are open to interpretation, leaving businesses wondering whether they're in compliance or on the 
chopping block;

 A Raw Deal for Small Businesses – Some argue that the compliance burden falls disproportionately 
on smaller AI startups that lack the legal firepower of Big Tech;

 Transparency vs. Trade Secrets – The law's disclosure requirements have raised red flags in the 
private sector, with concerns that companies may be forced to reveal proprietary AI models and other 
confidential information; and

 Enforcement Nightmares – The attorney general's authority and the law's timeline for 
implementation remain points of contention. Some say the law moves too fast, others say it doesn't 
have enough bite.

The AI Impact Task Force set out to smooth over these tensions and offer practical recommendations.

What the Task Force Found
Between August 2024 and January 2025, the Task Force heard from lawmakers, academics, tech leaders, 
consumer advocates, and government officials. Their report categorizes the AI Act's issues into four groups: 
(1) Issues With Apparent Consensus; (2) Issues Where Consensus is Achievable With Additional 
Time/Engagement; (3) Issues Where Consensus Depends on Implementation and Coordination; and (4) 
Issues With Firm Disagreement. Here are the details:

1. Issues With Apparent Consensus on Proposed Changes

https://leg.colorado.gov/sites/default/files/images/report_and_recommendations_0.pdf
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Some relatively minor tweaks have universal support, including:

 Clarifying ambiguous AI-related definitions; and
 Adjusting documentation requirements for developers and deployers to avoid unnecessary red tape.

2. Issues Where Consensus on Changes Appears Achievable With Additional Time

Some concerns have merit, but the devil is in the details, needing more time and negotiation:

 Redefining "consequential decisions" – the goal? Make sure the law targets actual high-risk AI 
applications without overreaching;

 Fine-tuning exemptions – who exactly should be subject to the law? The answer isn't simple and both 
industry concerns and consumer protections need to be balanced; and

 Timing and scope of AI impact assessments – when and how should companies be required to 
evaluate risk? The current deadlines and requirements might need adjustments to make compliance 
more practical.

3. Issues Where Consensus Depends on Implementation and Coordination

Some proposed changes can't happen in isolation – they're tangled up with other provisions. Therefore, while 
changes sparked interest, agreement hinges on broader tradeoffs. Examples include:

 Reworking the definition of "algorithmic discrimination" rules without undermining consumer 
protections and enforceability;

 Determining what AI-related data companies must share with the attorney general – and under what 
conditions; and

 Balancing risk management obligations against practical implementation challenges, including 
aligning deployer risk management requirements with impact assessment obligations.

4. Issues With Firm Disagreement

And then there are the hardcore battles, where the Task Force noted that industry groups, consumer 
advocates, and policymakers remain miles apart and have "firm disagreements" concerning proposed changes 
to the point that the Task Force is unable to make substantive recommendations:

 The "Duty of Care" Dilemma – should AI developers and deployers have a formal responsibility to 
prevent harm, or should their obligations be less stringent?

 The "Substantial Factor" Dilemma – how should the Colorado AI Act define what AI tools are subject 
to regulation?

 The Small Business Exemption – should startups and smaller AI companies with fewer than 50 
employees get a pass on some of the compliance requirements?

 The "Fix-It" Window – should companies get a chance to correct violations (a "right to cure") before 
enforcement kicks in?

 Attorney General's Rulemaking Power – how much control should the AG have over shaping AI 
regulation via rulemaking and enforcement?

The Bottom Line
The Colorado AI Act isn't going away, but it's likely to get some serious retooling. The Task Force's report 
sketches out a roadmap for legislative refinements – starting with the easy fixes and working toward 
compromise on the stickier points.
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The big takeaway? Colorado's AI regulations are still a work in progress, and the battle over how to regulate AI 
– without stifling innovation – has only just begun. As Colorado stands at the forefront of AI regulation, this 
process isn't just about one state's laws – it's a test case for how AI will be governed across the country. 
Expect more revisions, more debate, and plenty of lessons for other states watching from the sidelines.

Our team of AI attorneys specializes in helping clients address these and other AI-related challenges, from 
understanding new regulations to understanding third-party exposure and managing ethical and legal risks. 
Whether you need assistance with compliance, litigation, or strategic planning, we are here to help you 
leverage AI responsibly and effectively. For more information, please contact the authors – Matt White 
and Alex Koskey – or members of Baker Donelson's AI Team to discuss how we can support your organization 
during this transformative era.
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